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Abstract— In order to tackle the controller synthesis problem
for large-scale discrete-event systems, recent approaches suggest
the design of interacting modular or decentralized supervisors.
In these works, information exchange between the supervisors
is either required implicitly by the synchronization of shared
events or explicitly by the communication of events or symbols.
However, it is not discussed how the communication can be
realized if the supervisors are implemented in distributed
controller devices that are connected by a communication
network. In this paper, we study the synchronization of shared
events among distributed supervisors on aswitched network. In
particular, we develop a communication model that accountsfor
possible transmission delays, and enables the correct operation
of the communicating supervisors.

I. I NTRODUCTION

The efficient design of supervisors for discrete-event sys-
tems (DES) has been an area of intensive study in recent
years. As a result, a variety of approaches that suggest the
synthesis ofmodular and decentralizedsupervisors have
been developed. In these works, interaction between super-
visors is represented either implicitly by the use ofshared
eventsthat have to occur synchronously in all supervisors
[1], [2], [3], [4], [5], [6] or explicitly by introducing com-
munication channelsbetween supervisors as in [7], [8], [9].

The above representation of supervisor interaction is par-
ticularly beneficial for the supervisor design in order to
determinewhen communication is required. However, the
above approaches do not addresshow to model and realize
the communication in the practical case, where the designed
supervisors are placed in different physical locations and
communicate over a network with possible delays.

A preliminary study of this problem is given in [10] in
the framework of decentralized supervisory control. Further-
more, in our previous work in [11], [12], theshared-medium
communication of supervisors synthesized as in [3], [4] has
been investigated. Here, the potentialcollisionsof messages
on the shared medium are avoided by an appropriate schedul-
ing strategy. In this paper, we discuss the implementation
of distributed supervisors on aswitched networkwhich
is inherently collision free. However, it now has to be
considered that the order of message receptions can deviate
from the order of message transmissions due to the network
properties such as queuing delays in the switches. To this
end, we proposecommunication modelsfor each supervisor
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that capture the information about when data exchange with
other supervisors is required. Together with the behavior of
the switched network, these communication models ensure
correct operation of the distributed supervisors.

The paper outline is as follows. In Section II, we describe
the underlying hierarchical control approach. Our communi-
cation model is developed in Section III, and the correct
operation of the communication system is established in
Section IV. Section V discusses the proposed communication
strategy, and we give conclusions in Section VI.

II. PRELIMINARIES

A. Basic Notation

We recall basic notions from [13].
For a finite alphabetΣ, the set of all finite strings overΣ is

denotedΣ∗. We writes1s2 ∈ Σ∗ for the concatenation of two
stringss1, s2 ∈ Σ∗. We writes1 ≤ s whens1 is aprefixof s,
i.e. if there exists a strings2 ∈ Σ∗ with s = s1s2. The empty
string is denotedǫ ∈ Σ∗, i.e. sǫ = ǫs = s for all s ∈ Σ∗. A
languageoverΣ is a subsetM ⊆ Σ∗. The prefix closureof
M is defined byM := {s1 ∈ Σ∗| ∃s ∈ M s.t. s1 ≤ s}. If
M is prefix closed, i.e.,M = M , then for any strings ∈ M ,
ΣM (s) := {σ|sσ ∈ M} is the set of feasible events afters.

The natural projectionpi : Σ∗ → Σ∗
i , i = 1, 2, for the

union Σ = Σ1 ∪ Σ2 is defined iteratively: (1) letpi(ǫ) := ǫ;
(2) for s ∈ Σ∗, σ ∈ Σ, let pi(sσ) := pi(s)σ if σ ∈ Σi, or
pi(sσ) := pi(s) otherwise. The set-valued inverse ofpi is
denotedp−1

i : Σ∗
i → 2Σ∗

, p−1
i (t) := {s ∈ Σ∗| pi(s) = t}.

The synchronous productM1||M2 ⊆ Σ∗ of two languages
Mi ⊆ Σ∗

i is M1||M2 = p−1
1 (M1) ∩ p−1

2 (M2) ⊆ Σ∗.
A finite automatonis a tupleR = (X, Σ, δ, x0, Xm), with

the finite set ofstatesX ; the finite alphabet ofeventsΣ; the
partial transition functionδ : X × Σ → X ; the initial state
x0 ∈ X ; and the set ofmarked statesXm ⊆ X . We write
δ(x, σ)! if δ is defined at(x, σ), and defineΣR : X → 2Σ

s.t. for x ∈ X , ΣR(x) := {σ ∈ Σ|δ(x, σ)!}. In order to
extendδ to a partial function onX × Σ∗, recursively let
δ(x, ǫ) := x and δ(x, sσ) := δ(δ(x, s), σ), whenever both
x′ = δ(x, s) and δ(x′, σ)!. L(R) := {s ∈ Σ∗ : δ(x0, s)!}
andLm(R) := {s ∈ L(R) : δ(x0, s) ∈ Xm} are theclosed
and marked languagegenerated by the finite automatonR,
respectively.R is denotednonblockingif L(R) = Lm(R).
A formal definition of the synchronous composition of two
automataR1 andR2 can be taken from e.g. [14].

B. Distributed Discrete Event Controllers

In this paper, we develop a networked implementation of
distributed DES supervisors according to the hierarchicaland



decentralized supervisory control approach in [3], [4]. First,
we give a brief description of the control architecture and
present several properties that will support our study.

The outcome of the chosen control method is a setR =
{R1, . . . , Rn} of n supervisors in a hierarchical relationship
as in Fig. 1 (a). Each supervisor is represented by a finite
automatonRi = (Xi, Σi, δi, x0,i, Xm,i) that recognizes the
respective closed-loop behavior. The hierarchical relation-
ship can be formally described by a directed treeTR =
(R, Rn, cR, pR) (see e.g., [15]). In this paper,R denotes
the set ofvertices, Rn is the root vertexand cR : R → 2R

andpR : R → R are thechildren mapand theparent map
such thatcR(Rk) is the set of childrenand pR(Rk) is the
parent ofRk ∈ R, respectively. Note that the unique highest-
level supervisorRn does not have a parent, and any vertex
without children is called aleaf.

With the above notation, the characteristic features of
the control architecture are as follows. For each supervi-
sor Rk ∈ R − {Rn}, there is anabstraction alphabet
Σ̂k ⊆ Σk, and it holds thatΣ̂k =

⋃n

i=1,i6=k(Σi ∩ Σk),
i.e., Σ̂k contains allshared eventswith other supervisors.
Also let Σs :=

⋃n−1
k=1 Σ̂k be the overall set of shared events.

The abstracted supervisor̂Rk = (X̂k, Σ̂k, δ̂k, x̂0,k, X̂m,k)
is then defined such thatL(R̂k) = pΣk→Σ̂k

(L(Rk)) and
Lm(R̂k) = pΣk→Σ̂k

(Lm(Rk)) with the natural projection
pΣk→Σ̂k

: Σ∗
k → Σ̂∗

k. Consequently, for each controller
Rk ∈ R that is not a leaf ofTR, it holds that

Σk =
⋃

Σ̂l

l,Rl∈cR(Rk)

andL(Rk) ⊆ ‖ L(R̂l)
l,Rl∈cR(Rk)

, (1)

i.e., each parent restricts the abstracted behavior of its
children. Due to the control architecture in [3], [4], the
overall closed-loop system is represented by a finite au-
tomatonR := ||nk=1Rk over the alphabetΣ :=

⋃n

k=1 Σk.
Furthermore, it is ensured thatR is nonblocking, i.e.,

L(R) = Lm(R). (2)
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Fig. 1. (a) Control Architecture; (b) and (c) Example: Manufacturing Unit.

Example 1 illustrates the hierarchical control architecture.
Example 1:Fig. 1 (b) shows a hierarchical architecture

with two levels andn = 3 automata. It describes the
operation of a manufacturing unit with a conveyor belt C
(R1) and a machine M (R2, see Fig. 1 (c)) that is controlled
by a high-level supervisorR3. At the conveyor belt, a product
P can be transported from left (fl) before it arrives at the
machine (sensor S), which is indicated by the shared event

am (product at machine). Then, P can leave the conveyor belt
to the left (tl) or to the right (tr). After am, the machine
starts processing (s) and finishes processing (f) after some
time. The high-level supervisorR3 over Σ3 = {am,tr,

tl,f} ensures that the shared eventsam, f andtl occur
such that the product is not transported to the left before the
machine finished processing, andtr is always disabled.

R1 Rx Rn

Fig. 2. Nodes on a Shared Medium.

III. C OMMUNICATION MODEL

A. Previous Work

In a large-scale DES (e.g., on a factory floor), the synthe-
sized supervisors are usually not implemented on a single
controller device (e.g., PLC) but rather distributed to several
controller devices ornetwork nodesthat are placed in distinct
physical locations and connected by a network. Accounting
for the interaction of the supervisors, this means that the
occurrence of each shared eventσ ∈ Σs has to be synchro-
nized among all supervisors that shareσ via an appropriate
communication strategy.

This issue was first addressed in [11], [12] under the as-
sumption ofshared-mediumcommunication, i.e., all network
nodes use the same communication medium to exchange
information (see Fig. 2). In these works, two main charac-
teristics of shared-medium communication were considered.

First, it had to be taken into account thatcollisions can
happen on a shared medium, i.e., several nodes might want to
transmit a communicationmessageat the same time. Hence,
in [11], aquestion-answer-commandstrategy was introduced
to synchronize each shared event occurrence while avoiding
collisions. Starting from the highest-level supervisor,ques-
tions are propagated along the hierarchy to the lower-level
supervisors. These, in turn, provide the information if the
shared event is currently possible in the form of ananswer
to their respective higher-level supervisors. If all answers
are present at the highest-level supervisor, acommandis
issued that triggers the occurrence of the shared event.
Formally, this communication idea was embedded into the
individual supervisors, and a finite automata representation
of the resultingcommunication modelswas derived.

Second, the possibility ofsynchronous broadcastcould be
exploited by assuming that each message transmitted by a
network node is received by the other nodes synchronously.
Hence, thesynchronous compositionof the communication
models could be used to verify that the behavior of the
distributed and networked control system complies with the
behavior of the original closed-loop system.

B. Communication Strategy for Switched Networks

In this paper, we employ the basic ideas of [11] in order to
model the required communication in the case of aswitched
network as depicted in Fig. 3. Here, we assume that each
supervisorRk is implemented in an individual network node



k that has a distinctfull-duplexconnection to a unique switch
Sm, i.e., there are separate lines for incoming and outgoing
messages. Hence, different from the shared-medium case, the
switched network is collision free. As sending aquestion
in our previous communication model was solely required
to resolve collisions, we suggest an adapted communication
model with onlynotificationsandcommands.

Our communication strategy is based on the idea that
information about the feasibility of each shared eventσ ∈ Σs

is propagated along the supervisor hierarchy starting fromthe
lowest-level supervisors that shareσ and towards the highest-
level supervisor that sharesσ. That is, each supervisorRl ∈
R s.t. σ ∈ Σ̂l sends anotificationeventσRl

(“σ is feasible
in Rl”) to its parent supervisorRk = pR(Rl), whenever
σ becomes feasible. The parentRk, in turn, collects the
notifications from all children that shareσ. As soon as
all such notifications have been received, there are two
possibilities. If σ ∈ Σ̂k, i.e., the parentRj = pR(Rk) of
Rk also sharesσ, thenRk sends its own notificationσRk

to
Rj . If σ 6∈ Σ̂k, thenRk is the highest-level supervisor that
sharesσ. Hence,Rk can command the execution ofσ.

SR
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Fig. 3. Nodes on a Switched Network.

Note that the proposed communication strategy makes
use of the hierarchical control architecture. Each supervisor
only needs to know its respective parent supervisor for
sending notifications about the feasibility of shared events
σ ∈ Σs. Likewise, receiving notifications for a shared event
σ ∈ Σs, only requires information about the respective
children supervisors. This property will be used to model
the communication behavior in Section III-C.

At this point, it has to be emphasized that, different from
the shared medium case, synchronous broadcast cannot be
assumed for a switched network as messages can for example
be delayed at the switch output ports while traversing the
network. Hence, we describe the receiving action of a
previously sent notificationσRk

at Rj by a different event
!σRk

. If σ is feasible in all supervisors that shareσ, Rj can
command the execution ofσ, where it has to be made sure
that still each supervisorRk that sharesσ can participate in
its execution. We first illustrate this concept in the following
example and then develop the communication model.

Example 2:We assume that each supervisor in Fig. 1 (b)
is in its initial state. Then, the first shared event that can
occur isam. While R2 can immediately send a notification
amR2

, R1 has to wait until eitherfr or fl occurs before
stating the feasibility ofam by sendingamR1

. After receiving
the notifications!amR2

and !amR1
, R3 can confirm the

occurrence ofam by sending a command to bothR1 and

R2 which causes a state change from2 to 3, 1 to 2, and
1 to 2 in R1, R2, and R3, respectively. Note that in both
R1 and R2, the commandam is accepted as there are no
possible event occurrences that could makeam infeasible.
Analogously, the occurrences off andtr are synchronized
among the participating supervisors.

As stated above, the communication idea relies on the
fact that whenever a lower-level supervisorRk confirms that
an eventσ is feasible, the event must stay feasible until
a higher-level supervisor commands the execution ofσ or
another event. We express this requirement by an additional
condition that has to be met by each automatonRk ∈ R.
Whenever a high-level eventσ ∈ Σ̂k is possible in a state of
Rk, then no low-level event inΣk − Σ̂k is allowed to occur.
If this condition is fulfilled, we denoteRk communication
consistent. (A further discussion of this condition is provided
in Section V-A.)

Definition 1 (Communication Consistency):Let Rk ∈
R − {Rn} and σ ∈ Σ̂k. Rk is communication consistent
for σ if for all s ∈ L(Rk) s.t. σ ∈ ΣL(Rk)(s)

ΣL(Rk)(s) ∩ (Σk − Σ̂k) = ∅. (3)

Rk is communication consistent if (3) holds for allσ ∈ Σ̂k.

C. Communication Model for Switched Networks

Assuming communication consistency for all supervisors
Rk ∈ R − {Rn}, the presented communication strategy is
now embedded in a communication model.

1) Leaf Supervisors:First, we considerleaf supervisors
Rk, i.e., cR(Rk) = ∅. As no eventσ ∈ Σ̂k is shared with
a lower-level supervisor, no commands are issued byRk.
Hence, the desired operation ofRk is to send a notification
σRk

to the parent supervisorRj = pR(Rk), whenever an
eventσ ∈ Σ̂k becomes feasible. To this end, we define two
types of automata that capture the desired behavior ofRk.

σσ

σσ

σi

σiσi
σjσj

σj

σRk

σRk

xx yy x̂

xixi xjxj x̂jτi

τi

τj τjτj

(a) (b)

am

tl
tr tr

tlR1

1 2

2̂

(c)

Ltl
3,1

Fig. 4. (a) Subautomaton of̂Rk; (b) Subautomaton ofLσ
j,k

; (c) Ltl
3,1.

The first automaton Lσ
j,k =

(Xσ
j,k, Λσ

j,k, δσ
j,k, xσ

0,j,k, Xσ
m,j,k) over the alphabet

Λσ
j,k = Σ̂k ∪ {σRk

} is constructed based on the abstracted
supervisorR̂k. It expresses that exactly one notificationσRk

is sent whenσ becomes feasible. A procedure to determine
Lσ

j,k from R̂k is outlined in Algorithm 1. For each state
of R̂k, whereσ is feasible, a statêx is added inLσ

j,k. It
memorizes the transmission of the notificationσRk

before
σ can occur. Furthermore, Fig. 4 graphically illustrates the
construction ofLσ

j,k. Fig. 4 (a) represents a subautomaton
of R̂k, whereσ is feasible in statex with y = δ̂k(x, σ),
andσi, σj , τi, τj ∈ Σ̂k are other events such thatσi, σj are
feasible inx with xi = δ̂k(x, σi), xj = δ̂k(x, σj). Also, τi



andσ, τj are feasible inxi andxj , respectively. ThenLσ
j,k

is obtained fromR̂k by replacing each subautomaton as in
Fig. 4 (a) by the subautomaton as in Fig. 4 (b). Analogous
to Algorithm 1, the new stateŝx andx̂j are added to record
exactly one occurrence ofσRk

before σ itself is feasible
even if another event (such asσj ) occurs. As an example,
Ltl

3,1 for R1 andR3 in Fig. 1 is shown in Fig. 4 (c).
Algorithm 1 (Computation ofLσ

j,k): Let R̂k be given as
in Section II-B, and setXσ

j,k := X̂k, Λσ
j,k := Σ̂k ∪ {σRk

},
xσ

0,j,k := x̂0,k, andXσ
m,j,k := X̂m,k. The transition function

δσ
j,k is defined as follows.

for all x ∈ X̂k s.t. δ̂k(x, σ)!
Xσ

j,k := Xσ
j,k ∪ {x̂}

δσ
j,k(x, σRk

) := x̂ andδσ
j,k(x̂, σ) := δ(x, σ)

for all x ∈ X̂k

for all σ̂ ∈ Σ
R̂k

(x) − {σ}
y := δ(x, σ̂) andδσ

j,k(x, σ̂) := y

if x̂ ∈ Xσ
j,k and ŷ ∈ Xσ

j,k

δσ
j,k(x̂, σ̂) := ŷ

if x̂ ∈ Xσ
j,k and ŷ 6∈ Xσ

j,k

δσ
j,k(x̂, σ̂) := y

The second automatonLk over the alphabetΓk :=
Σk ∪ {σRk

|σ ∈ Σ̂k} expresses that for eachσ ∈ Σ̂k, the
notification σRk

can only be given whenσ is feasible in
the original supervisorRk. Lk is obtained by replacing the
subautomaton ofRk if Fig. 5 (a) by the subautomaton in
Fig. 5 (b), i.e., a selfloop withσRk

is added in each state
whereσ is feasible inRk. L1 for R1 in Fig. 1 (b) illustrates
this concept in Fig. 5 (c).1

σσ

σiσi
σi

σRk

xx yy

xixi
τiτi

fr fl

tr
tl

am

amR1

trR1

tlR1

L1

1

2

3

(a) (b) (c)

Fig. 5. (a) Subautomaton ofRk; (b) Subautomaton ofLk; (c) L1.

Based onLk andLσ
j,k for σ ∈ Σk−Σ̂k, we now define the

communication model(CM) Ck = (Qk, Γk, νk, q0,k, Qm,k)
over the alphabetΓk for any leaf supervisorRk as follows.

Ck := Lk||(||σ∈Σ̂k
Lσ

j,k). (4)

Semantically,Ck expresses that for each eventσ ∈ Σ̂k, it
holds that exactly one notificationσRk

will be sent to the
parent supervisor as soon asσ becomes feasible inRk.

Example 3:The CMs C1 := L1||Lam
3,1||L

tr
3,1||L

tl
3,1 and

C2 := L2||L
am
3,2||L

f
3,2 for the leaf supervisorsR1 and R2

in Fig. 1 (b), respectively, are depicted in Fig. 6.
2) Non-Leaf Supervisors:For notational convenience, we

introduce the mapcσ
R : R → 2R s.t. cσ

R(Rk) := {Rl ∈
cR(Rk)|σ ∈ Σl}. It denotes all children ofRk that share the
eventσ. If Rk ∈ R is not a leaf supervisor, then for each
σ ∈ Σk, there can be two situations: (i)Rk is the highest-
level supervisor forσ, i.e., σ ∈ Σk − Σ̂k or (ii) Rk is an
intermediate-level supervisor forσ, i.e., σ ∈ Σ̂k.

1Algorithms for the remaining automata in this paper are given in [16].

(i): Rk receives notifications!σRl
from the supervisors

Rl ∈ cσ
R(Rk) and can send the command forσ if all

notifications have arrived. At this point, it has to be addressed
that synchronous broadcast is not possible in a switched
network. Consider thatRl sendsσRl

as described in Fig.
4 (b). Then it can happen thatRk commands the execution
of another eventσi 6= σ, that is also feasible before the
notification !σRl

is received, i.e., the state ofRk changes
according to the occurrence ofσi. If σ is no longer feasible
in Rk, this means that!σRl

can no longer be accepted byRk.
As we intend to provide a CM that accepts all notifications,
we incorporate the possible delay in our model. We describe
the communication behavior ofRk w.r.t. Rl and the event
σ ∈ Σk − Σ̂k by the automatonHσ

k,l over the alphabet
Πσ

k,l := Σ̂l∪{!σRl
}, where each subautomaton̂Rl as in Fig.

7 (a) is replaced by the subautomaton in Fig. 7 (b). Note that
the receiving behavior in Fig. 7 (b) almost identically mirrors
the sending behavior in Fig. 4 (b). The only difference is that
a delayed notification!σRl

is accepted in statexi even ifσ is
no longer feasible. The additional statex̂i is a copy ofxi in
Fig. 7 (a), i.e., it has the same transitions asxi. Also note that
a possible delay is irrelevant for commandsσ ∈ Σk−Σ̂k that
are sent byRk since all supervisors that receive the command
must be in a state whereσ is feasible due to communication
consistency in Definition 1. Hence, commands need not be
split into distinct sending and receiving actions.Htl

3,1 for R3

in Fig. 1 (b) andtl is shown in Fig. 7 (c).
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Fig. 6. Communication Models for the Manufacturing Unit.

For notational convenience, we combine all communica-
tion behaviors for an eventσ and a supervisorRk to form
Hσ

k over the alphabetΠσ
k .

Hσ
k := ||l,Rl∈cσ

R
(Rk)H

σ
k,l andΠσ

k := ||l,Rl∈cσ

R
(Rk)Π

σ
k,l. (5)
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Fig. 8. (a) Subautomaton of̂Rl; (b) Subautomaton ofIσ
k,l

.

In case (ii), in addition to receiving!σRl
from eachRl ∈

cσ
R(Rk), Rk also has to send a notificationσRk

to the parent
supervisorRj = pR(Rk). In order to use the hierarchy
efficiently, we suggest thatRk first collects all notifications
!σRl

from the children supervisors before sending its own
notification σRk

to the parent. Hence, instead ofHσ
k,l as

in case (i), we propose to use an automatonIσ
k,l over

the alphabetΘσ
k,l := Σ̂k ∪ {!σRl

, σRk
} by replacing each

subautomaton of̂Rl in Fig. 8 (a) by the subautomaton in
Fig. 8 (b). Here, the reception of!σRl

is analogous to Fig.
7 (b). The additional states̃x, x̃j express the fact thatσRk

is only sent if!σRl
has been received andσ is feasible.

Then, the communication behaviorIσ
k over the alphabet

Θσ
k for Rk andσ ∈ Σ̂k can be determined as

Iσ
k := ||

l,Rl∈cσ

R
(Rk)

Iσ
k,l andΘσ

k :=
⋃

l,Rl∈cσ

R
(Rk)

Θσ
k,l. (6)

Using (5) and (6), the CMCk = (Qk, Γk, νk, q0,k, Qm,k)
over the alphabetΓk := (

⋃
σ∈Σ̂k

Θσ
k)∪(

⋃
σ∈Σk−Σ̂k

Πσ
k ) for a

supervisorRk that is not a leaf in the hierarchical treeTR is
computed as the synchronous composition of its component
communication behaviors and the original supervisorRk.

Ck := (||σ∈Σ̂k
Iσ
k )||(||σ∈Σk−Σ̂k

Hσ
k )||Rk. (7)

As all automataIσ
k and Hσ

k are computed based on̂Rl

for l such thatRl ∈ cR(Rk), andL(Rk) ⊆ ||l,Rl∈cR(Rk)R̂l

according to Section II-B, the synchronous composition with
Rk in (7) is required to implement the actual control action.
Also, the functionality ofLk for the computation ofCk in
(4) is already captured byIσ

k andHσ
k , respectively.

Example 4:The CM C3 = Ham
3 ||Htr

3 ||Htl
3 ||Hf

3 for R3

according to (7) is shown in Fig. 6. Note that in the states
16, 17, 18, and 19, the notification!trR1

is still accepted
although the alternative eventtl already occurred.

IV. COMMUNICATION OPERATION

A. Behavior of the Communication System

In addition to the CM of the network nodes, the behavior
of the switched network itself has to be considered. Assume
Rk andRl are supervisors withσ ∈ Σ̂l andRk = pR(Rl).
Then,Rl can send notificationsσRl

according toCl while Rk

receives the notifications!σRl
according toCk. Furthermore,

the construction ofHσ
k,l in Fig. 7 suggests that whenever a

σσ

σ σ

σi

σi

σi

σiσj
σj

σjσj

σRl

σRl

!σRl

!σRl

!σRl

!σRl

x xy yx̂ x̃

xj xj x̂j x̃jxi xi
τi

τi

τj

τj

τj

τj

(a) (b)

(c)

x̃i

x̄j

1 2 2̂ 2̃1̂
am tlR1

!tlR1
!tlR1

tr trtr tl

Ntl
3,1

Fig. 9. (a) Subautomaton of̂Rl; (b) Subautomaton ofNσ
k,l

; (c) Ntl
3,1.

command, e.g.,σj is issued byRk, an immediate subsequent
command for another event can only be issued if that event
was already feasible (e.g.,σ in state x̂) as otherwise first
the notifications have to arrive atRk (e.g., forτj). Hence, a
delayed notification (σRl

) will always arrive before the next
command (τj) can be issued. Theswitched network model
Nσ

k,l overΩσ
k,l := Σ̂l ∪{σRl

, !σRl
} for each eventσ and the

supervisorsRk andRl captures this behavior. It is obtained
from R̂l by replacing each subautomaton in Fig. 9 (a) by the
subautomaton in Fig. 9 (b). It expresses the alternate sending
and receiving action forσRl

and!σRl
. In particular, delayed

notifications (!σRl
) preempt subsequent commands (τj) as

characterized in statêxj . Ntl
3,1 is depicted in Fig. 9 (c).

Combining the behavior of the network nodes represented
by their respective CMsCk and the behavior of the network
characterized by the automataNσ

k,l, the behavior of the
overall communication system can be determined as an
automatonC over the alphabetΓ :=

⋃n

k=1 Γk as follows.

C := (||nk=1Ck)||(||nl=1(||σ∈Σ̂l
Nσ

j,l)), andj = pR(Rl). (8)

Example 5:For the communication system as in Fig. 6,
the overall communication behavior is represented by

C = (||3k=1Ck)||Nam
3,1||N

am
3,2||N

f
3,2||N

tr
3,1||N

tl
3,1.

B. Correct Operation of the Communication System

The CMs in (4) and (7) were constructed in order to model
the required information exchange for the synchronizationof
shared events in the hierarchical control system described
in Section II-B. In this section, we verify that the CMs
indeed express the same nonblocking behavior as the original
control system. To this end, it has to be shown that for any
communication sequencec ∈ L(C), (i) its corresponding
original string s := pΓ→Σ(c) is an element ofL(R) (the
communication system complies with the designed closed-
loop behavior), and (ii) there is an extensiond ∈ Γ∗ s.t.
cd ∈ L(C) and pΓ→Σ(cd) ∈ Lm(R) (the communication
system is always able to reach a marked state in the original
closed-loop behavior). Theorem 1 states the desired result.
A proof of Theorem 1 is provided in [16].

Theorem 1:Let c ∈ L(C) and s := pΓ→Σ(c). Thens ∈
L(R) and∃d ∈ Γ∗ s.t. cd ∈ L(C) andpΓ→Σ(cd) ∈ Lm(R).

In this section, a CMCk that is intended for commu-
nication on a switched network was determined for each
supervisorRk. Furthermore, it has been shown in Theorem 1
that communication according to the CMsCk, k = 1, . . . , n

does not affect the original behavior of the supervisorsRk,
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Fig. 10. SupervisorsRj , Rk andRl; CMs Cj , Ck andCl.

k = 1, . . . , n. In particular, the nonblocking behavior that is
guaranteed by the original supervisors is preserved.

V. D ISCUSSION

In this section we provide a brief discussion of the com-
munication consistency condition as required in Definition1
and the level-wise propagation of notifications.

A. Communication Consistency

Communication consistency implies that whenever a high-
level eventσ ∈ Σ̂k is feasible in a state of the supervisor
Rk, then no low-level event inΣk − Σ̂k is allowed to occur.
In [11], a less restrictive condition was employed for shared-
medium networks: for any eventσ ∈ Σ̂k that is feasible in a
state ofRk, there must not be a local string such thatσ is no
longer possible, i.e.∀s ∈ L(Rk), σ ∈ Σ̂k with sσ ∈ L(Rk)

∄u ∈ (Σk − Σ̂k)∗ s.t. su ∈ L(Rk) ∧ suσ 6∈ L(Rk). (9)

Requiring (9), the following undesirable situation can
occur in the switched network case due to the lack of
synchronous broadcast. Assume that the three supervisors
Rj , Rk andRl are given as in Fig. 10, whereRj = pR(Rk)
andRk = pR(Rl). Rj is the highest-level supervisor forσ,
and Rk is the highest-level supervisor forτ . Now assume
that each of the corresponding CMs is in the hatched state
(compare also the corresponding statesx in the supervisors),
i.e., all notifications forσ and τ have been received by
the respective CMs. Then, it can happen thatRk issues
the commandτ , while at the same timeRj commands
σ. As the order in which the commands arrive atRl is
arbitrary due to the switched network, it is possible that first
the command forσ arrives. Hence,Rl has to ignore the
subsequent commandτ , and the supervisors transition the
incompatible states shaded in gray in Fig. 10.

B. Propagation of Notifications

In Section III-C, we propose to propagate the information
about the feasibility of shared eventsσ ∈ Σs from one level
of the supervisor hierarchy to the next level. An alternative
solution could be to send notifications forσ directly to the
highest-level supervisor that sharesσ. However, it turns out
that this implies that the CM of the respective highest-level
supervisor has to include the communication behavior of all
lower-level supervisors that shareσ, which compromises the
computational savings of the hierarchical control approach.

VI. CONCLUSIONS

In this paper, thedistributed implementation of hierar-
chical discrete-event supervisors on aswitched networkis
addressed. In particular, we develop a communication strat-
egy that synchronizes the occurrence ofshared eventswhile
respecting the properties of the switched network and the
hierarchical control architecture. Hence, ourcommunication
model suggests the level-wise propagation of information
about the feasibility of shared events, and it accommodates
messages that arrive out of sequence. We introducecom-
munication consistency, and show that the behavior of the
resulting networked system complies with the behavior of the
originally designed supervisors if this condition is fulfilled.

In future work, we will combine the results in this paper
with the results in [17], in order to derive bounds for the mes-
sage delays that are encountered by distributed discrete-event
supervisors on switched networks. Furthermore, a study of
the communication behavior of a large-scale manufacturing
system with50 distributed supervisors is under way.
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